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ABSTRACT

Scaling Reinforcement Learning (RL) to real-world problems
with continuous state and action spaces remains a challenge.
This is partly due to the reason that the optimal value func-
tion can become quite complex in continuous domains. In
this paper, we propose to avoid learning the optimal value
function at all but to use direct policy search methods in
combination with model-based RL instead.
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1.2.6 [Artificial Intelligence]: Learning; 1.2.8 [Artificial
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Algorithms
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Direct policy search, model-based learning, reinforcement
learning

1. INTRODUCTION

The use of a certain function approximation technique
for representing the (state-action) value function (VF) of
a policy in a continuous markov decision process (MDP)
limits the class of representable policies. If the function ap-
proximator cannot represent the VF of an optimal (or any
close-to-optimal) policy, the performance of any RL algo-
rithm that is using this function approximator is deterio-
rated. Since sample-complexity (the number of interactions
with the environment an agent requires to learn a sufficient
policy) is usually a major concern in RL, a function approxi-
mator with broad generalization (and thus low resolution) is
desirable. Thus, there is a conflict between sample efficiency
and representability of the value function.

In contrast to VF-based learning, so-called direct policy
search (DPS) algorithms, do not learn a policy’s value func-
tion at all but search directly for a close-to-optimal pol-
icy. Typically, DPS algorithms optimize the parameters of
a predefined class of policies. Thus, DPS algorithms can
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only find a close-to-optimal policy if such a policy is con-
tained in the given policy class. One main difference is that
VF-based learning is affected by the complexity of a pol-
icy’s value function while DPS algorithms are affected by
the complexity of the policy itself. Thus, if close-to-optimal
policies can be represented more easily than their value func-
tions, DPS might have an intrinsic advantage over VF-based
methods with regard to sample complexity. A second dif-
ference between VF-based learning methods like temporal
difference (TD) learning and DPS is that typically the for-
mer learns based on single state transitions and rewards
while the later learns based solely on the accumulated re-
ward a policy achieves in one (or several) episodes. Thus,
TD learning makes more efficient use of the information ob-
tained within one episode than DPS does. This reduces the
sample-efficiency of DPS methods typically.

The hypothesis investigated in this paper is that this dis-
advantage of DPS can be alleviated by combining DPS with
model-based learning. In general, model-based methods learn
a model of the state transition probability function P :
SxAxS — [0,1] and of the reward function R : Sx A — R
of a MDP. We call a DPS method model-based if the perfor-
mance estimates used during DPS are based on “simulated
experience” sampled from a learned model and not on real
experience. The sample-efficiency of such a method depends
primarily on the model-learning algorithm since only this
component learns based on real experience. Thus, the intu-
ition for the stated hypothesis is that whether DPS makes
efficient use of the sampled experience is less important in a
model-based setting since simulated experience is “cheap”.

2. MODEL-BASED DIRECT POLICY
SEARCH

One popular method for model-based RL in continuous
domains is the VF-based algorithm Fitted R-Max that was
proposed by Jong and Stone [3] and is based on the R-Max
algorithm by Brafman and Tennenholtz [1]. While R-Max
utilizes optimistic reward for state-action pairs that have not
been tested a given number of times, Fitted R-Max uses op-
timistic reward for areas of the state-action space with a low
density of samples. Learning the (generative) model itself is
based on a method which is essentially k-Nearest-Neighbor
(kKNN) where the instances are (gaussian) weighted based
on their distance to the query point. Based on this model,
fitted value-iteration is used to derive a value function such
that the corresponding greedy policy acts optimally with re-
gard to the (optimistic) model. The main idea of this paper
is to keep the model learning algorithm and the exploration
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Figure 1: Comparison of the performance of MBDPS with Fitted R-Max (a) and with DPS (b) in the noise-
free mountain car domain. The figures show the accumulated reward (a) resp. the reward per episode (b)
averaged over 8 independent runs. The DPS curves were smoothed using a moving window average of length
50 in order to compensate for fluctuations of the performance of the individual policies within a generation.
“MBDPS (mwa)” shows the same moving window average for the MBDPS data.

mechanism (R-Max) unchanged but to change the planning
algorithm that derives a policy from a learned model: The
fitted value-iteration planner used in Fitted R-Max to learn
a value function is replaced by a direct policy search planner
that learns directly a policy. The hypothesis is that this in-
creases the sample-efficience in domains for which represent-
ing a close-to-optimal value function is significantly more
complex than representing a close-to-optimal policy.

The proposed method, called Model-based Direct Policy
Search (MBDPS) alternates between sampling trajectories

(so,m(s0),70,81,7(81),---,Tn,Sn) from the model to obtain
n

an estimate é(ﬂ') = > r; of the accumulated reward a pol-
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icy m would obtain in the actual environment, improving
the policy based on these samples, and updating the esti-
mate of the model based on new transitions (s,a,r,s’) ob-
served in the actual environment. In order to enforce ex-
ploration, the model from which trajectories are sampled is
modified according to the R-Max principle such that actions
that haven’t been tried often in the proximity of the current
state yield higher reward than predicted by the maximum
likelihood model.

3. RESULTS

In this section, we present results in the mountain car do-
main [4]. The DPS planner learns a deterministic, linear
policy with additional bias input and uses the CMA-ES [2]
algorithm for black box optimization of the policy’s param-
eters. Figure la shows a comparison of MBDPS and Fitted
R-Max. MBDPS reaches the goal significantly faster during
the first 10 episodes (p < 0.003) and obtains a larger ac-
cumulated reward after 250 episodes (p < 4 * 107*). Since
the same mechanism for exploration control is used in both
algorithms (namely R-Max), it is unlikely that the improved
performance of MBDPS is caused by an increased level of
“exploitatory behaviour”. We suspect that the reason for the
worse performance of Fitted R-Max during the first episodes
is that it has to represent an approximation of the optimal
value function explicitly. In Fitted R-Max, the value func-
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tion is represented using a kNN-based generalization of the
values of the already visited states. During the first episodes,
there are only a few states the agent has visited and thus
the value function can only be represented very coarsely. In
contrast, the MBDPS agent is not affected by this since it
does not need to represent a value function.

Figure 1b shows a comparison of MBDPS and model-free
DPS for different number of episodes per policy evaluation.
While MBDPS was stopped after 250 episodes since no fur-
ther progress was observed, the DPS agents were evaluated
for 2000 episodes in order to see the final level of performance
they are able to reach. As can be seen, MBDPS learns faster
(i.e. with less actual experience) than all variants of DPS and
achieves significantly more accumulated reward during the
first 250 episodes (p < 4 * 10_4). At the same time, learn-
ing based on simulated instead of actual experience does not
deteriorate the long-term performance of MBDPS.

4. CONCLUSION

We have shown that model-based direct policy search can
learn more sample-efficient than other state of the art model-
based RL methods like Fitted R-Max. Furthermore, MB-
DPS converges to policies that are not worse regarding the
accumulated reward than those learned by model-free DPS.
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